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It all started with Fisher

• ANOVA
• Fisher & MacKenzie (1923) Studies in crop variation II. The manurial

response of different potato varieties J. Agric. Sci.
• Fisher (1934) Discussion to 'Statistics in agricultural research'  J. Roy. 

Statist. Soc., Suppl. "The analysis of variance is not a mathematical 
theorem, but rather a convenient method of arranging the arithmetic."

• also started the strong links between Adelaide & Rothamsted
• Fisher "retired" to Adelaide in 1957
• John Nelder visited the Waite in 1965-6
• Graham Wilkinson worked at Rothamsted from 1971-5
• John Gower worked for CSIRO DMS in Adelaide in 1975
• I worked for DMS in Adelaide 1978-9 (and visited New Zealand in May 79)
..



ANOVA

• first reference to analysis of variance (variation sic.)
• 12 varieties ×2 dung (+,–) ×3 fertilizers (basal, sulphate, chloride)
• ignored block structure ( half-field / (plot * row) )
• fitted main effects of variety and manures, and their interaction 

tested by using approximate Normality of log(variance)
• then fitted a multiplicative model (by eigenvalue decompositions)

..



Design of Experiments  

started with Fisher too..

• Fisher (1926) The arrangement of field experiments. J. Min. Ag. G. Br.
• systematic designs introduce "a flagrant violation of the conditions upon which a valid 

estimate {of error} is possible"  ... "The estimate of error is valid because, if we imagine a 
large number of different results obtained by different random arrangements, the ratio of 
the real to the estimated error, calculated afresh for each of these arrangements, will be 
actually distributed in the theoretical distribution by which the significance of the result is 
tested."

• "It would be exceedingly inconvenient if every field trial had to be preceded by a succession 
of even ten uniformity trials; consequently since the only purpose of these trials is to provide 
an estimate of the standard error, means have been devised for obtaining such an estimate 
from the actual yields of the trial year. The method adopted is that of replication."

• "No aphorism is more frequently repeated in connection with field trials, than that we should 
ask nature few questions or, ideally, one question,  at a time. The writer is convinced that 
this view is mistaken. Nature, he suggests, will best respond to a logical and carefully 
thought out questionnaire; indeed, if we ask her a single question, she will often refuse to 
answer until some other topic has been discussed."

• also introduced blocking and use of the Latin square

..



First design used in practice

•factorial in 
randomized 
blocks

•23 + control 
(replicated 4 
times)

•Eden & Fisher (1927) Studies in crop variation IV The experimental 
determination of the value of top dressings with cereals J. Agric. Sci.



Analysis of variance

•distinguished between
• plot error (24 d.f.) from within-block replicates of null control
• block-treatment interaction ("differential responses")

..



•block-treatment interaction not significant
• so can combine errors

..

Analysis of variance



Analysis of variance

•significant effect of nitrogen
• but not of differences in Amount, Timing or Type

..



Later work - Frank Yates

• Yates (1933) The principles of orthogonality and confounding in 
designed experiments. J. Agric. Sci

• (1933) "since it is logically impossible that an interaction should exist 
without a main effect, the significance of main effects should be tested 
strictly on the assumption that their interactions are negligible"
(c.f. Nelder, 1977, A reformulation of linear models. JRSS A)

• confounding of main effects – split plots, strip plots, Latin square with 
additional treatment factors applied to rows, and to columns

• confounding of interactions (to avoid blocks becoming too large)
• Yates (1935) Complex experiments. J. Roy. Statist. Soc., Suppl.

• partial and balanced confounding
• Yates (1936) Incomplete randomized blocks. Ann. Eugenics

• balanced incomplete blocks, efficiency factor

• Yates (1937) Design and Analysis of Factorial Experiments
• includes Yates' ANOVA algorithm – orthogonal designs, one error term..



The Yates algorithm
• Yates (1937) Design and Analysis of Factorial Experiments, p.15
• calculates Yates effects for 2**n designs
• form a variate of treatment totals
• form next variate with sums of pairs of values in upper half, 

differences of pair of values in lower half
• do this n times
• final column has response totals for the treatment terms
• divide by replication of main effects to get Yates effects
• also works for factors with more than 2 levels, e.g. for 3 estimates 

linear and quadratic contrasts (see e.g. Encyclopedia of Statistical 
Sciences, Volume 9, pp. 659-662)

• essentially provides a formal process for the estimation of effects 
from differences of means

..



The Yates algorithm



The Yates algorithm



Later work – John Nelder

• General balance
• Nelder, J.A. (1965a,b). The analysis of randomized experiments with 

orthogonal block structure. Proceedings of the Royal Society, Series 
A, 283, 147-178.

• Payne, R.W. (2014) Developments from analysis of variance through 
to generalized linear models and beyond. Ann. Appl. Biol. 164, 11–17.
(historical context)

• conditions
• block terms mutually orthogonal
• treatment terms mutually orthogonal
• single efficiency factor, for each treatment term, in each stratum

• close relationship to designs analysable by ANOVA
• clarified by Payne & Tobias (1992)..



The ANOVA algorithm
• Wilkinson (1970) A general recursive algorithm

for analysis of variance. Biometrika, 57, 19-46.
• non-orthogonal designs
• several error terms
• Kth order balance (several efficiency factors for each model term)

• James & Wilkinson (1971). Factorisation of the residual operator 
and canonical decomposition of non-orthogonal factors in analysis  
of variance. Biometrika, 58, 279-294.

• underlying theory
• canonical efficiency factors

• Payne & Wilkinson (1977). A general algorithm for analysis of 
variance. Applied Statistics, 26, 251-260.

• new dummy analysis
• first-order balance only
• pseudo-factors used for terms with more than one efficiency factor

• Payne & Tobias (1992) General balance, combination of information 
and the analysis of covariance. Scand. J. Stats., 19, 3-23.

• relationship of first order balance to general balance – does not require orthogonal 
block or treatment structures (but need these in practice for a full analysis)

..
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Advantages of ANOVA
• works by an efficient sequence of sweeps, which

• calculate and subtract effects from a working variate
• project (i.e. pivot) effects into the space of a block-term

• no matrix inversion, other than for covariate estimation
• effects with natural (weighted) sum-to-zero constraints
• provides effects from each stratum where a term is 

estimated
• intuitive algorithm (simple combinability) to calculate 

treatment effects combining information from several 
strata, with d.f.

• provides an efficient engine for permutation tests etc
• clear and comprehensive output
..



Sweeps

• sweep 1
•estimate A as 31, projects y  03 (= 01 – 31)

• sweep 2
•estimate B should be 35 = 04 / sin() = 43 / sin2()

(so sin2() is the efficiency factor), projects y  05 (= 03 – 35)
• sweep 3

• reanalysis sweep for A, y  0 (= 05 – 05)
..



Example
• Example C-C-397: Balanced lattice in 4 replicates

• 9 treatments
• 3 blocks of size 3 in each replicate

• represent treatments by factorial combinations of 2 pseudo-factors, A & B
• confounds A in rep 1, B in rep 2, AB in rep 3, AB2 in rep 4

..



Example
• Example C-C-397: Balanced lattice in 4 replicates

..



Example output



Original dummy analysis
(as I remember it!)

• for each model term, in turn

• generate a dummy variate in its design space, note initial s.s. = ss0

• sweep for the previous terms

• calculate s.s. for current term = ss1

• efficiency factor is ratio of original effects to new effects, calculate as 

sqrt(ss1/ss0)

• sweep for the current term with efficiency factor

• reanalysis sweeps for previous terms (non-orthogonal terms have 

non-zero s.s.)

• term is balanced if final s.s. = 0

• (time-consuming for large models)
..



Original dummy analysis
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New dummy analysis
• generate dummy variate containing all effects (Cauchy random 

numbers)
• sweep for grand mean, block terms and then treatment terms
• when a (new) term is found with a non-null sweep

• remember effects = eff0, and s.s. = ss0 for new term
• reanalyse for previous terms (note non-zero s.s. as non-orthogonal to new term)
• re-estimate effects = eff1 and s.s. = ss1 for new term
• if ss1 ≠ 0 term is non-orthogonal: efficiency = 1 − √( ss1 / ss0 ); term is 

balanced if ratio of new to old effects (eff1 / eff0) is constant; AN-1 if unbalanced
• sweep for new term with efficiency factor
• reanalyse for previous terms found to be non-orthogonal to new term
• look for next new term

• for each block term (stratum
• pivot into stratum and do sweeps as above, except that reanalysis sweep for the 

block term is a pivot

• (fewer sweeps, and better numerical accuracy than original method)
..



New dummy analysis

• 54 = 34 cos(θ) = 32 cos2(θ)
• efficiency factor = sin2(θ) = 1 − 54 / 32
..



New dummy analysis



New dummy analysis

• simplified (faster) dummy analysis for orthogonal designs

• to detect strata and terms estimated in the bottom stratum
• sweep for grand mean, block terms and then treatment terms (estimable ones will 

have non-zero s.s.)

• repeat sweeps and, provided all are null, design is orthogonal "except in 

particularly complicated designs where terms are aliased"

• to detect terms estimated in the stratum for each block term
• pivot into stratum, and do sweeps for treatment terms (those estimated there will 

have non-zero s.s.)

• repeat sweeps and check that all are null – if so, design is then (still) orthogonal

• if a non-null repeat sweep is found, design is non-orthogonal, 

and we need to switch to the full dummy analysis
..



New dummy analysis



Some problems
• partial aliasing

• algorithm fits each term as a whole, so it does not know if some of effects 
are not estimated (except for those with zero replication or already 
removed by marginal terms)

• partial confounding
• different contrasts of a term may be fitted in different strata, but the 

algorithm has no way of knowing how many have been fitted in each one 
(so d.f. and s.e.'s will then be incorrect)

• single d.f. terms
• numerical coincidences in the dummy variate may mean that the s.s. for 

some contrasts may be nearly zero, so 1 d.f. terms may (very occasionally) 
fail to be detected

..



Partial aliasing and confounding
• Cochran & Cox (1957) Experimental Design, 2nd Edition, page 412

• 5x5 Simple lattice with different contrasts confounded in replicates 1 & 2
• this basic design is duplicated in replicates 3 & 4

• books generally present unrandomized plans (not a good idea!)
..



What could possibly go wrong..?
• (for simplicity analyse just reps 1 & 3)
• number blocks over the whole experiment
• ignore nested block structure
• ignore treatment confounding
• whoops..!



What could possibly go wrong..?
• you've 

now been 
warned..!



Some solutions
• check for partial aliasing in the orthogonal dummy analysis

• calculate original s.s. for each term before starting analysis in each stratum
• save s.s. for that term and its marginal terms during the dummy analysis
• there is partial aliasing if sum of these s.s. is not equal to the original s.s.

• check that all the numbers of residual d.f. are non-negative
• the sum of the efficiency factors for each term must be ≤1
• ANOVA repeats the dummy analysis with different random 

numbers, and effects added in for aliased 1 d.f. terms
• define model to identify marginality 

• e.g. blocks/plots not blocks+plots
• design menus save the correct models
• analysis menus define the correct models for you

• use pseudo factors to identify partial confounding
• design menus and commands can form these for you

• Payne, R.W. (1998). Detection of partial aliasing and partial 
confounding in generally balanced designs. Computational 
Statistics, 13, 213-226.

..



Getting it right

• recognise the nested block structure
• identify the confounded contrasts
..



Combination of information
• obtain effects combining information from all the strata where a 

treatment term is estimated
• i.e. same effects as estimated by REML
• requires general balance
• efficient to calculate – weighted average of the effects from each of the 

strata (simple combinability), weights are efficiency factors divided by 
stratum variances

• Payne & Tobias (1992) General balance, combination of information 
and the analysis of covariance. Scand. J. Stats., 19, 3-23.
• algorithm for estimating stratum variances (and thus variance 

components)
• extension to analysis of covariance – combine covariate SSP's to 

estimate combined covariate regression coefficients
..



Combination of information
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Related algorithms
• Hemmerle (1974) Northogonal analysis of variance using iterative 

improvement and balanced residuals. JASA, 69, 772-778
• keep sweeping out fixed effects (all at once) with a common (postulated) 

efficiency factor

• Worthington (1975) General iterative method for analysis of variance 
when block structure is orthogonal. Biometrika, 63, 113-120
• similar method extended to orthogonal block structures

• Payne (2003) General balance, large data sets and extensions to 
unbalanced treatment structures. CSDA, 44, 297-304.
• method defined in context of general balance, first-order balance & sweeps
• implemented in an unpublished Genstat procedure
• not really a rival to REML

• Brien (2017) Procedures ACANONICAL etc.
• implementation of full James & Wilkinson dummy analysis
• rather slow...

..



Why still use ANOVA?
• encourages (requires?) you to design your experiment 

– and use of generally balanced designs
• condition 1: block terms mutually orthogonal

• key condition to be able to generate an analysis of variance

• example – split-plot for 4 treatment factors
• 8 cages of poultry

• diet factors Thyroxine and Yeast applied to complete cages

• factors Hensfood and Sex on individual chickens

• response variate is gain in weight in second two weeks after 

hatching 

• John & Quenouille, 2nd Edition (1977) page 95
..



ANOVA Analysis



REML analysis



General balance - advantages
• condition2: treatment terms mutually orthogonal

• conclusions do not depend upon order of fitting

..



General balance - advantages
• condition 3: balance – one efficiency factor for each 

treatment term, in each stratum
• e.s.e. = √{(stratum variance) / (replication × efficiency factor)}

• precision depends on replication, not on (random) allocation of 

treatments to experimental units

• e.g. give control treatment replication ≈ √{no. test treatments}

..



Efficiency of ANOVA
• workspace

• e.g. balanced-incomplete-block design with b blocks, k plots per block and 
t treatments

• general linear-mixed-model algorithm (REML) requires storage of a symmetric 
matrix with b+t+1 rows (for sums of squares and products) and vectors of size 
b and t for the block and treatment effects

• ANOVA requires a working vector of size bt, two vectors of size t for treatment 
estimates between and within blocks, and a vector of size b if the block 
residuals are to be stored

• e.g. lattice design with r replicates, k blocks per replicate, k plots per 
block and k2 treatments

• REML requires storage of a symmetric matrix with k2+rk+r+1 rows and vectors 
of size k2, rk and r for fixed and random effects

• ANOVA requires storage of vectors of size r k2, k2, k2, rk and r

• conclusion
• REML workspace depends on the square of number of parameters
• ANOVA workspace depends linearly on the number of parameters

• reference
• Payne & Welham (1990) A Comparison of Algorithms for Combination of 

Information in Generally Balanced Designs. COMPSTAT 1990, 297-302.
..



Efficiency of ANOVA
• computation speed – can still be an issue e.g. if you have 

many variates to analyse, or wish to do permutation tests
• e.g. 10000 y-variates for split-plot for 4 treatment factors

..



Conclusion
• Chris Brien & Roger Payne (2017).

Graham Neil Wilkinson 1927–2016. 
Journal of the Royal Statistical Society,
Series A, 180, 930–931.

• A key component {of Genstat} was Graham’s algorithm for analysis of 
variance, which exploits the properties of balance in experimental 
designs to provide a uniquely efficient analysis that allows for different 
sources of random variation (error strata) and completely general 
combinations of crossing and nesting between factors.

• Heiberger (1981) The Specification of Experimental Designs 
to ANOVA Programs. American Statistician, 35, 98-104.

"At this time the GENSTAT ANOVA language provides the most 
complete capacity for the analysis of generally balanced designed 
experiments."

• and that was even before combination of information, permutation 
tests, output to speadsheets, automatic reports etc....

..



Conclusion

• so please keep on using ANOVA 
(and msanova)...!

..


